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The CISCO definition

“Fog Computing is a highly
virtualized platform that provides
compute, storage, and networking 
services between end devices and 
traditional Cloud Computing Data 
Centers, typically, but not exclusively
located at the edge of network.” 

Figure 1: The Internet of Things and Fog Comput-
ing

• Geographical distribution. In sharp contrast to the
more centralized Cloud, the services and applications
targeted by the Fog demand widely distributed de-
ployments. The Fog, for instance, will play an active
role in delivering high quality streaming to moving ve-
hicles, through proxies and access points positioned
along highways and tracks.

• Large-scale sensor networks to monitor the environ-
ment, and the Smart Grid are other examples of inher-
ently distributed systems, requiring distributed com-
puting and storage resources.

• Very large number of nodes, as a consequence of the
wide geo-distribution, as evidenced in sensor networks
in general, and the Smart Grid in particular.

• Support for mobility. It is essential for many Fog appli-
cations to communicate directly with mobile devices,
and therefore support mobility techniques, such as the
LISP protocol 1, that decouple host identity from loca-
tion identity, and require a distributed directory sys-
tem.

• Real-time interactions. Important Fog applications in-
volve real-time interactions rather than batch process-
ing.

• Predominance of wireless access.

• Heterogeneity. Fog nodes come in di↵erent form fac-
tors, and will be deployed in a wide variety of environ-
ments.

• Interoperability and federation. Seamless support of
certain services (streaming is a good example) requires
the cooperation of di↵erent providers. Hence, Fog com-
ponents must be able to interoperate, and services
must be federated across domains.

• Support for on-line analytic and interplay with the
Cloud. The Fog is positioned to play a significant role
in the ingestion and processing of the data close to

1http://www.lispmob.org

the source. We elaborate in section 4 on the interplay
between Fog and Cloud regarding Big Data.

2.2 Fog Players: Providers and Users
It is not easy to determine at this early stage how the

di↵erent Fog Computing players will align. Based on the
nature of the major services and applications, however, we
anticipate that:

• Subscriber models will play a major role in the Fog (In-
fotainment in Connected Vehicle, Smart Grid, Smart
Cities, Health Care, etc.)

• The Fog will give rise to new forms of competition
and cooperation between providers angling to provide
global services. New incumbents will enter the arena
as users and providers, including utilities, car man-
ufacturers, public administrations and transportation
agencies.

3. FOG COMPUTING AND THE INTERNET
OF THINGS

In this section we demonstrate the role the Fog plays in
three scenarios of interest: Connected Vehicle, Smart Grid,
and Wireless Sensor and Actuator Networks.

3.1 Connected Vehicle (CV)
The Connected Vehicle deployment displays a rich sce-

nario of connectivity and interactions: cars to cars, cars to
access points (Wi-Fi, 3G, LTE, roadside units [RSUs], smart
tra�c lights), and access points to access points. The Fog
has a number of attributes that make it the ideal platform to
deliver a rich menu of SCV services in infotainment, safety,
tra�c support, and analytics: geo-distribution (throughout
cities and along roads), mobility and location awareness,
low latency, heterogeneity, and support for real-time inter-
actions.
A smart tra�c light system illustrates the latter. The

smart tra�c light node interacts locally with a number of
sensors, which detect the presence of pedestrians and bikers,
and measures the distance and speed of approaching vehi-
cles. It also interacts with neighboring lights to coordinate
the green tra�c wave. Based on this information the smart
light sends warning signals to approaching vehicles, and even
modifies its own cycle to prevent accidents.
Re-coordinating with neighboring STLs through the or-

chestration layer of the Fog follows any modification of the
cycle. The data collected by the STLs is processed to do
real-time analytics (changing, for instance, the timing of the
cycles in response to the tra�c conditions). The data from
clusters of smart tra�c lights is sent to the Cloud for global,
long-term analytics.

3.2 Smart Grid
Smart Grid is another rich Fog use case. We defer sec-

tion 4 a discussion of the interplay of Fog and Cloud in the
context of Smart Grid.

3.3 Wireless Sensors and Actuators Networks
The original Wireless Sensor Nodes (WSNs), nicknamed

motes [2], were designed to operate at extremely low power
to extend battery life or even to make energy harvesting
feasible. Most of these WSNs involve a large number of low
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The OpenFog Consortium definition

A horizontal, system-level architecture that distributes
computing, storage, control and networking functions closer to the 
users along a cloud-to-thing continuum

OpenFog Consortium, OpenFog Reference Architecture for Fog Computing, February 2017
https://www.openfogconsortium.org/ra
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Summarizing

Fog is not Edge
Fog works with the cloud
Fog extends the cloud and the cloud technologies can be adopted 
(virtualization, containerization, orchestration)
Fog node is the elementary computational/storage/communication node
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Why Fog Computing
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Why Fog Computing

Industry 4.0 issues:
• Heterogeneity
• Real time 
• Security/privacy
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Why Fog Computing

P. Varshney and Y. Simmhan , Demystifying Fog Computing: Characterizing Architectures, 
Applications and Abstractions , IEEE 1st International Conference on Fog and Edge 
Computing (ICFEC), 2017
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Fog Pillars

OpenFog Consortium, OpenFog Reference Architecture for Fog Computing, February 2017
https://www.openfogconsortium.org/ra
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The OpenFog Consortium approach
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the lower level details of the view we believe it is important to first look at 
the composite architecture description. 

 

 
Figure 13 Architecture Description with Perspectives 

The abstract architecture includes perspectives, shown in grey vertical bars 
on the sides of the architectural description. The perspectives include: 

x Performance: Low latency is one of the driving reasons to adopt fog 
architectures. There are multiple requirements and design 
considerations across multiple stakeholders to ensure this is satisfied. 
This includes time critical computing, time sensitive networking, 
network time protocols, etc. It is a cross cutting concern because it 
has system and deployment scenario impacts. 

x Security: End-to-end security is critical to the success of all fog 
computing deployment scenarios. If the underlying silicon is secure, 
but the upper layer software has security issues (and vice versa) the 
solution is not secure. Data integrity is a special aspect of security for 
devices that currently lack adequate security. This includes intentional 
and unintentional corruption. 

x Manageability: Managing all aspects of fog deployments, which 
include RAS, DevOps, etc., is a critical aspect across all layers of a fog 
computing hierarchy. 

x Data Analytics and Control: The ability for fog nodes to be 
autonomous requires localized data analytics coupled with control. The 
actuation/control needs to occur at the correct tier or location in the 
hierarchy as dictated by the given scenario. It is not always at the 
physical edge, but may be at a higher tier. 
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The relevance of data movement

Fog Computing is usually focused on placing the computation 
near to where the data are produced:
• Privacy issues
• Reduced latency

What about also considering the opposite? 
• To put the data to where they can be processed more 

efficiently
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DITAS project

To simplify with an SDK the development of data-intensive 
applications…

… proposing the concept of Virtual Data Containers …

… that take care of data and computation movement in a Fog 
Computing execution environment
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Virtual Data Container

Virtual Data Container offers 
to solve problems about 
scalability and movement to 
achieve a certain QoS level

For data providers

Virtual Data Container 
offers an abstraction layer 
hiding the complexity of the 
edge

For data consumers

Virtual Data Container 
embeds the logic to move 
data and computation in the 
Fog architecture
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DITAS approach

Enhancing data management
– From the generation to the usage 

also considering data utility
Ensuring Security/Privacy

– Data must be safe and used only 
by people having the rights

Reducing Latency
– Request for data should be 

satisfied in a limited time
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Abstract. State-of-the-art applications are typically deployed on top
of cloud services which o↵er the illusion of infinite resources, elastic
scalability, and a simple pay-per-use billing model. While this is very
convenient for developers, it also comes with relatively high access latency
for end users. Future application domains such as the Internet of Things,
autonomous driving, or even future mobile apps in 5G networks, however,
require low latency access which is typically achieved by moving compu-
tation towards the edge of the network. This natural extension of the
cloud towards the edge is typically referred to as Fog Computing and has
lately found a lot of attention. However, Fog Computing as a deployment
platform has not yet found widespread adoption; this, we believe, could
be helped through a consistent use of the service-oriented computing
paradigm for fog infrastructure services. Based on this motivation, this
paper describes the concept of Fog Computing in detail, discusses the
main obstacles for Fog Computing adoption, and derives open research
challenges.

Keywords: Fog Computing, Cloud Computing, Edge Computing

1 Introduction

Today’s state-of-the-art applications are typically deployed on top of cloud
services, thus, leveraging cost benefits, ease-of-use, elastic scalability, and the
illusion of infinite resources [14, 15]. While cloud services come with these obvious
benefits, they also have a major disadvantage: cloud data centers are centralized
and, thus, typically far from the end user resulting in high access latencies. This
is su�cient for many application domains such as typical enterprise or web
applications, but recently, more modern application domains have emerged that
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The main objectives

Make easy the development of 
data-intensive applications

– Providing data efficiently
– Consuming data easily

Make the resulting platform easy 
to manage
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Design principles

Fog Computing

Service 
Oriented 

Architecture

Content 
Delivery 
Network
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Design principles: Service Oriented Computing

Visibility
– VDC Blueprint

Abstraction
– Virtual Data Container

Policy and contract
– Data utility
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Design principles: Content Delivery Network

Data distribution
– One data provider more data consumers

Scalable infrastructure
– Number of consumers can unpredictably change
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